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The seemingly unshakeable accuracy of Moore’s
law—which states that the speed of computers,
as measured by the number of transistors that
can be placed on a single chip, will double every
year or two—has been credited with being the
engine of the electronics revolution, and is regard-
ed as the premier example of a self-fulfilling
prophecy and technological trajectory in both
the academic and popular press.1 Predictions
made using the law become the basis for future
production goals, which in turn reinforces the
validity of the law as a measurement of indus-
try progress. In a rapidly changing environ-
ment, Moore’s law has been described as “the
only stable ruler” on which companies can rely.2

Glowing statements such as these seem curi-
ously out of place when compared with the
law’s actual performance. Gordon E. Moore, a
physical chemist who cofounded both Intel
and Fairchild Semiconductor, first articulated
what would later be identified as his law in a
1965 paper for Electronics magazine’s 35th
anniversary (for a biographical sketch of
Moore, see the Biographies department in this
issue). In his original 1965 paper, Moore assert-
ed that the number of components that could
be placed on a chip could be expected to dou-
ble every year. Just 10 years later, Moore revised
his prediction, stating that “the new slope
might approximate a doubling every two years,
rather than every year.”3 Yet another form of
Moore’s law can be found in many recent tech-
nical and popular publications. A good repre-
sentative of this version of Moore’s law is the
statement that appeared in one prominent
business and technology journal: “Moore’s law,
celebrated as the defining rule of the modern
world, states that the computer chip perform-
ance doubles every eighteen months.”4 The
apparent differences among these definitions
make it difficult to view Moore’s law as a single
prediction, let alone an influential concept in
the semiconductor industry.

It is precisely these changes that have made
the law seem accurate, however. The semicon-
ductor industry has undergone several dramat-
ic transformations over the past 40 years,
rendering irrelevant many of the original
assumptions embodied in Moore’s law. These
changes in the nature of the industry have
coincided with periodic revisions of the law, so
that when the semiconductor market evolved,
the law evolved with it. This has had the effect
of making Moore’s law seem to be a single,
accurate statement, especially for the first 20
years of its existence, when, in fact, it is a num-
ber of different laws that have replaced each
other in succession.

The seeming power of Moore’s law has
attracted innumerable popular commentaries
but little scholarly examination. Other authors
have covered some of the history of Moore’s
law, specifically Probir K. Bondyopadhyay’s
description of the law’s origins5 and Robert
Schaller’s excellent general overview of the law
and its importance.6 But there has yet been no
detailed examination of how the law has
evolved as a sequence of related laws, or how it
eventually became fixed as a fact in the indus-
try through foreign competition.

The history of Moore’s law is more than a
curiosity, since it is important not just in the
semiconductor industry but also as a key exam-
ple of technology trajectories and self-fulfilling
prophecies. Donald MacKenzie, in his work on
technical trajectories, pointed out that under-
standing Moore’s law could shed light on how
technical patterns form: 

Yet in all the many economic and sociological
studies of information technology there is scarce-
ly a single piece of published research … on the
determinants of the Moore’s law pattern. Explicitly
or implicitly, it is taken to be a natural trajectory
whose effects economists and sociologists may
study but whose causes lie outside their ambit …
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until such a study of Moore’s law is done, we can-
not say precisely what intellectual opportunities
are being missed, but it is unlikely that they are
negligible.7

By examining how Moore’s prediction became
the immutable Moore’s law as a dynamic,
rather than static, process, it is possible to begin
to bring to light some of determinants dis-
cussed by MacKenzie.

Technical components of Moore’s law
The law itself may have changed, but one

constant throughout the varying formulation
of Moore’s law is that all formulations observe
that the number of transistors per chip, also
known as complexity, has been growing rapid-
ly. Four main factors are responsible for most of
this increase in chip density: die size, line
dimension, technical cleverness, and technical
innovation. Together, they serve to explain
most of the exponential improvements in tran-
sistors per chip described by Moore’s law.

Die size refers to the surface area of a silicon
wafer and the chips that are made out of it. As
size increases, more components can be placed
on a chip, but the chance of flaws in the silicon
rendering the device unusable is also increased.
Line dimension, on the other hand, refers to the
depth, width, and density at which circuitry can
be etched onto silicon. The progress in produc-
ing new photolithographic techniques and the
finer line dimensions that result are the second
major factor in determining chip density.

The third factor is “technical cleverness,” a
category that describes trends in the chip design
process, rather than in the technical production
of chips, as the first two factors do. The first ele-
ment of technical cleverness is, to borrow a
term coined by Moore in 1975, device cleverness.
Device cleverness refers to the ability of engi-
neers to design chips that use increasingly more
of a chip’s space through clever circuit design,
rather than through technological advances in
chip production techniques. The second part of
technical cleverness is the contribution of com-
puter-aided design (CAD) to the development
of complex chips. Both factors have led to the
creation of technically clever integrated circuit
(IC) designs that more fully use advances in line
dimension and die size.

The final element that contributes to
increasing chip density is technical innovation,
which stems from the nature of digital elec-
tronics. This term describes advances in mate-
rials and methods of chip production, such as
improvements in logic families and the devel-
opment of new substrates. Although other

improvements have occurred in the semicon-
ductor industry, die size, line dimension, tech-
nical cleverness, and technical innovation
continue to be the main determinants of chip
density, the increase of which Moore’s law is
supposed to measure as a function of time.

The final part of the framework required to
analyze the law is to examine the “time” por-
tion of the Moore’s law equation. The evolu-
tion of the semiconductor industry is, by
convention, separated into several periods,
based on the number of components that can
be placed on a chip, called the level of integra-
tion. The period from 1960 to 1965 is consid-
ered the time of small-scale integration (SSI)
when chips contained fewer than a hundred
components. It was followed by medium- and
large-scale integration (MSI and LSI), with chips
of up to 100,000 components, a period that
lasted until the mid-to-late 1970s. Finally, there
is the current period of very large-scale integra-
tion, VLSI, with chips of greater than 100,000
components. While the literature, almost with-
out exception, takes the existence of these peri-
ods for granted, the divisions between them
can vary greatly, depending on the source. That
is because the periods were not originally
defined in any precise way, but rather grew
from the nature of technological progress in
the semiconductor business.

Despite the seemingly linear progression of
period names (from small to medium scale and
so on), the transitions between integration lev-
els were not smooth, but indicate fundamental
shifts in the way the industry operates. In the
IC business, change tends to come in large,
somewhat foreseeable waves because of long
R&D periods, which force companies to antici-
pate future needs. 

As a result of long-range planning, firms can
anticipate approximately when current pro-
duction methods will no longer be adequate to
manufacture the predicted products. Usually,
companies can plan to improve production to
meet future requirements through simple, evo-
lutionary improvements to current methods.
Occasionally, a truly innovative improvement
in one factor, such as line dimension, will be
necessary to keep products on schedule. In cer-
tain rare situations, however, a consensus
grows within the industry that, in the relative-
ly near future, semiconductor manufacturers
will reach a barrier that will be completely
insurmountable using simple variations on cur-
rent techniques. 

The shift between different production
mechanisms mark the transition between peri-
ods, and they are often characterized by one
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particular, symbolic product that the industry
hopes to achieve. For example, the SSI period
was defined by the challenge of placing a sin-
gle logic gate on a chip; MSI was reached when
a register—a basic means of electronic storage—
was built using an IC. The beginnings and ends
of periods are seldom precisely delineated and
definitions can vary, especially in the years
right after a new period has begun. Still, there
is a clear, if unspoken, consensus among engi-
neers and planners about when a new period
will begin, and on what challenges character-
ize it.

Although the transitions between periods are
derived from technical factors, they can also be
described in terms of dates and integration lev-
els. Of course, deciding that the date by which
100,000 transistors were placed on a chip
marked the beginning of VLSI ignores the eco-
nomic and technical reasons behind the VLSI
barrier. From a historical perspective, however,
the period in which 100,000 component chips
were developed coincides with the years in
which the technical difficulties arising with VLSI
were solved. The challenges marking other peri-
ods are similarly associated with their specific
level of integration. Thus, levels of integration
are a useful indicator for a wide variety of criti-
cal challenges to the semiconductor industry.

In the context of integration levels, the tim-
ing of Moore’s three major papers on what
would eventually be called Moore’s law is espe-
cially significant.8 Each paper was published
during the transition between one of these
periods. The original article was written in
1965, at the end of the SSI period; the second
in 1975, around the time that VLSI was coming
into use; and the final in 1995, preceding a
decade of rapid change in approaches to VLSI
technology. All three papers give subtly differ-
ent versions of Moore’s law. The changes in the
form of the law reflect the nature of the transi-
tion between integration levels. The result is a
law that seems accurate, but remains so only
because it has been modified to keep the law
from one period relevant in another. The law’s
evolution has traced the growth of the semi-
conductor industry, beginning with its origins
in the SSI period.

Moore’s law in the SSI period
Moore’s law was first developed early in the

history of the semiconductor industry. When
Moore’s aforementioned paper was published
in 1965, it was less than two decades since the
invention of the transistor. At the time of
Moore’s original paper, ICs were being used in
functions that could also be performed by dis-

crete electronics. ICs were generally acknowl-
edged as having the advantages of “lower costs
and greatly simplified design,” but otherwise
were not fundamentally different from com-
ponents wired together by hand.9 That attitude
implied that, at least in the short term, the
microelectronics industry saw the discrete cir-
cuit as its competition, rather than viewing the
IC as a unique product capable of doing things
impossible with discrete elements alone. The
economics of integrated versus discrete circuits
was therefore a primary concern of semicon-
ductor manufacturers.

To Moore and other high-level researchers at
that time, technical concerns were secondary to
these economic issues. It was generally believed
that the industry could develop the production
techniques needed for advanced products, as
long as these products were economically justi-
fied. Moore explained in his paper, for example,
that the building of 65,000 component chips
would be possible “with the dimensional toler-
ances already being employed in integrated cir-
cuits,” leaving the question of “under what
circumstances we should do it.”9 This view
matched the conditions of the semiconductor
industry of the time: the MSI/LSI period was
starting, with its major technical challenge of
placing a logic gate on a chip having been
achieved in the laboratory two years earlier.
Still, the industry had yet to see a large com-
mercial success. The new period was seen as one
in which economic justifications were needed
to continue technical advances.

Moore’s paper must be understood in light
of this unstated assumption, because the orig-
inal version of his law was based on economic,
rather than technical, reasoning. Moore noted
that the cost of producing a chip is based on
the expense of producing and etching a silicon
wafer, and not on the number of components
placed on a chip. Thus, cost per component
decreases as chip density increases. A counter-
vailing factor is “as more components are
added, decreased yields more than compensate
for the increased complexity, tending to raise
the cost per component.”9

These decreasing yields came from the ran-
dom defects that tainted the silicon wafers. The
more wafer that was used, the greater the like-
lihood that a defect would mar an active part
of the chip, rendering it useless. The combina-
tion of decreasing cost per component and
increasing defects with complexity described a
U-shaped cost curve, with the minimum point
representing the component density at which
the overall price per component, as determined
by both factors, was lowest (see Figure 1).
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Moore took this discovery one step further.
Noting that the ability to manufacture defect-
free chips at low cost increases with time, he
plotted out these U-curves of cost per compo-
nent versus the number of components per
chip, using historical data from the past few
years. When the minimum points of these
curves were connected, these points formed a
line corresponding to a doubling of complexity
every year (see Figure 2). Moore, in what would
be the basic statement on Moore’s law, noted
the following based on his five-point graph:

Certainly, over the short term this rate can be
expected to continue, if not to increase. Over the
longer term, the rate of increase is a bit more
uncertain, although there is no reason to believe
it will not remain nearly constant for at least 10
years. That means by 1975, the number of com-
ponents per integrated circuit for minimum cost
will be 65,000.9

This forecast was the first to be associated
with Moore’s law, and it proved quite accurate.
Although Moore predicted a certain technical
level of achievement by a certain date, he did not
arrive at it by the examination of technological
factors. Moore confirmed this point in an inter-
view, stating that his paper was an attempt to
show the cheapest way to produce microchips,
and that he was surprised when it had impli-
cations beyond his original intentions.10 This
subordination of technical achievement as a
function of economics is characteristic of the
SSI to MSI/LSI transition.

Moore’s law in the MSI/LSI period
By the time that the MSI and LSI periods

reached their conclusion in the mid-1970s, the
basic assumptions behind Moore’s law had col-
lapsed, even though its prediction came true.
Instead of economics driving technical
advancement, the situation had changed so
that technical concerns were of similar impor-
tance to economic ones for the semiconductor
industry. Dramatic advances in technology dur-
ing the MSI/LSI era had changed the econom-
ics of the production of semiconductor
products. Additionally, new innovations had
altered the market for ICs. No longer were they
substitutes for discrete components, because
new products had been developed that could
only be implemented using integrated func-
tions. Moore recognized the growing impor-
tance of technical factors in his speech to the
1975 Electron Devices Meeting about Moore’s
law. At the beginning of his talk he stated that
“Many aspects of processing and design tech-

nology have contributed to make the manu-
facture of such functions as complex single
chip microprocessors or memory circuits eco-
nomically feasible.”11 The economic argument
at the heart of the original law—that integrat-
ed functions needed to be competitive with dis-
crete circuits—had vanished, so the law was
subtly, perhaps unconsciously, modified to bet-
ter reflect the nature of the transition between
LSI and VLSI.
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Figure 1. Number of components per integrated
circuit. (Courtesy Penton Media. Reprinted from
G.E. Moore, “Cramming More Components onto
Integrated Circuits,” Electronics, vol. 38, no. 8, 19
Apr. 1965, pp. 114-117.)

Figure 2. Log2 of the number of components per
integrated function. (Courtesy Penton Media.
Reprinted from G.E. Moore, “Cramming More
Components onto Integrated Circuits,” Electronics,
vol. 38, no. 8, 19 Apr. 1965, pp. 114-117.)



To accomplish this, Moore began to refer to
technical factors in his discussion of the past
and future of the law. He decomposed the
trend of increasing complexity into a variety of
process improvements, and used advances in
technology, rather than economics, to explain
the progress of the semiconductor industry.12

Even more dramatic than the changes in the
paper were the shifts in the context in which
Moore placed his law.

These changes, covered by the technical
innovation factor, occurred in both chip pro-
duction and the uses of ICs. Three major new
uses were found for microelectronics: dynamic
random access memory (DRAM), microproces-
sors, and universal asynchronous receiver-
transmitters (UARTs), which provide a means
of communication between electronic devices.
DRAMs and microprocessors rapidly became
the two most critical semiconductor products, a
change that was reflected in the new under-
standing of Moore’s law.

The DRAM is a significant product in a num-
ber of ways. First, because DRAM used a large
number of regular, repeating cells, the chips
were easy to design. That allowed DRAM manu-
facturers to use the most advanced production
techniques to make the chips as complex as pos-
sible. In addition, DRAM became the critical
market for semiconductor manufacturers. The
demand for memory chips has historically
proved almost bottomless, and DRAM sales are
often a significant portion of the IC business as a
whole. Because DRAMs were an important prod-
uct and tended to be the most complex chips
available, they were often used when indicators
of the state of the semiconductor industry were
needed. Moore was no exception. By the begin-
ning of the VLSI period, he used DRAM chips as
data points in graphs of the Moore’s law curve.10

DRAMs and microprocessors became critical
to the semiconductor industry, yet were
unknown during the original formulation of
Moore’s law. To accommodate them, the law
began an unstated evolution. Microprocessors,
although complex circuits, tended to provide
more design challenges than production prob-
lems. They were rarely as transistor-dense as
DRAM chips, and thus would appear below the
law’s curve. The characteristics of DRAMs, how-
ever, made them ideal indicators of the chip
complexity frontier. The result was a displace-
ment of microprocessors from complexity
curves in favor of DRAMs. By the early 1980s,
the Moore curve was viewed as a rule about
“the densities of dynamic RAMs,” not as a gen-
eral principle. With time and the increasing
importance of microprocessors in the VLSI era,

this would change again, but in the late 1970s,
DRAMs became the most important chip pro-
duced, and therefore the focus of Moore’s law.

During the MSI/LSI period, technical inno-
vation occurred not just with new types of cir-
cuits but also in the development of new logic
families. MOS (metal oxide semiconductor),
CMOS (complementary MOS), and charge-cou-
pled devices (CCDs), were all introduced. CCDs
were seen as especially significant because they
were expected to be the key to new kinds of
memory chips.

Against this background of radically chang-
ing technical innovation, there was also signifi-
cant progress in the other three factors that
contribute to increasing complexity. Two of
these, die size and line dimension, were identi-
fied by Moore in his paper as areas in which
progress had led to increased chip complexity.
Both factors improved significantly, although
not as much through any particular break-
throughs as through a slow and steady evolu-
tion. Moore graphed these changes and
identified the degree to which each element had
contributed to the increases in chip complexity
since 1965. Together, according to Moore, they
accounted for a little over two-thirds of the
increase in transistor count.

The remainder Moore attributed to the final
factor of technical cleverness. During the MSI
and LSI periods, circuit designers became much
more adept at using the silicon chip’s full area.
This was a function of the advent of CAD,
along with the development of memory chips,
which used a simple, easy-to-design cell struc-
ture. In Moore’s 1975 analysis of chips’ increas-
ing density, he said of technical cleverness that
“this contribution to complexity has been
more important than either increased chip area
or finer lines.”13

Despite the significant progress in technical
cleverness, Moore predicted that this factor
would be much less significant in determining
chip density in the future. His reasoning was
based on the CCD memories that he knew were
in development. CCDs “can approach closely
the maximum density practical,” leaving little
room for improvements due to clever design.3

Because of his knowledge of the industry, he
knew that CCD chips were expected to become
widely available by the end of the decade.10

When CCDs were released, the contribution
from technical cleverness would disappear, and
the slope of the law would change, from dou-
bling every year to once approximately every
two years by 1980.3

What Moore did not realize was that CCD
memories would turn out to be a failure owing
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to their sensitivity to natural background radi-
ation. The failure of CCDs meant that, instead
of the law changing within five years, it
changed almost immediately. As a result, the
reformulated Moore’s law of 1975 was wrong,
although the slope Moore predicted for the
new curve turned out to be correct.14 By the
late 1970s, the doubling time was around two
years, just as Moore had forecast, even though
the actual number of components per chip was
lower than Moore had predicted, because of the
more rapid flattening of the curve. In the end,
the CCD experience served less to demonstrate
the law’s weakness than to point out two
important strengths.

The first strength was that Moore could suc-
cessfully change the slope of his law to better
reflect the nature of the transition to VLSI.
Effectively, this created a different Moore’s law
curve, but without the historical precedent that
supposedly formed the basis for believing the
original Moore’s law. Moore was able to do this
because he phrased his modification as a fore-
cast, rather than by adapting the law after the
slope had already changed. Instead, it appeared
that Moore’s changed forecast was remarkably
prescient, because it was made before the slope
of the curve decreased. In this way, Moore was
able to maintain the law’s credibility, even after
it was modified.

Moore’s modifications to the law were made
casually rather than out of an attempt to inflate
the apparent accuracy of his predictions,
because, even in the 1975 presentation, he did
not see his estimates as significant. In an inter-
view, Moore said of his 1975 effort, “I don’t
think anybody was planning their business
around it, probably because I was basking in the
glow of the first prediction being right. I don’t
think anyone was paying any attention to it.”15

This lack of concern about the law’s significance
is part of what allowed Moore to modify it with-
out worrying that he was doing anything more
than continuing a tradition of prediction that
he had started in a paper a decade earlier. The
law’s growing significance in the coming decade
would make the multiple predictions seem part
of a single, unavoidable phenomenon, rather
than a set of different estimates.

The CCD incident also illustrated a second
important strength of the law, one related to
the first. Moore’s mistake over CCDs indicated
that he was dependent on inside-industry
knowledge to make predictions. CCDs were not
yet on the market, but Moore already had a
good idea of when they would be released and
what their effect on the industry would be. He
was as surprised as anyone in the industry

when these expectations failed to materialize.
Moore has acknowledged that his insider’s view
gives him industry knowledge “a year or two”
ahead of most people.10 Similarly, the last point
in his 1965 paper was based on a product being
developed at Fairchild but not yet released.15

Given this foreknowledge, the prediction of a
leveling of the complexity curve is less impres-
sive, because Moore, just like other industry
insiders, could have known that the engineers
at Intel were unable to develop more techni-
cally clever devices at the same level of eco-
nomic efficiency. The result was that some
portion of the accuracy of Moore’s law, at least
from outside the semiconductor industry, had
to do with insights from within Intel, rather
than from pure prediction.

The combination of these elements meant
that, post-1975, Moore’s law was as much a
product of the VLSI transition as the Moore’s
law of 1965 was a result of the shift to MSI/LSI.
The law’s new version no longer assumed that
the rate of technical progress was solely the
result of economic factors; instead it recognized
that technological advancements in areas such
as line density had their own, independent rates
of improvement. Indeed, the law’s entire con-
text, derivation, and meaning had changed, but
it still had the historical validity of a 10-year-
old, empirically proven observation. The law
was now ready to enter the VLSI period.

Moore’s law in the VLSI period
By the time Moore wrote his 1995 paper, his

law, as it had come to be defined, had proven
to be a remarkably accurate indicator of chip
complexity for the VLSI era, which started in
the late 1970s. With this success came
increased notice, and the law became accepted
as one of the few stable rules in the otherwise
unpredictable computer industry and also
became, to some extent, a dependable guide for
the future. Following the traditional pattern of
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Moore’s law, at least part of this success came
from a further evolution in the meaning of the
law, which kept it relevant in the VLSI period.

One of the major contributing factors to the
widespread impression that Moore’s law was
accurate was a series of articles at the beginning
of the VLSI era that both distorted and popu-
larized its historical validity. In the late 1970s,
ICs began to attract public attention. The
invention of the microprocessor and the
advent of personal computers made the chip
an icon for the “computer revolution,”
prompting widespread interest. On the early
part of this wave, the first major publications
that printed generally accessible features on
semiconductors were Science and Scientific

American, both in 1977. In these publications,
articles about Moore’s law appeared that were
written by Robert Noyce, Moore’s partner in
founding Intel and, earlier, Fairchild
Semiconductor. These two articles and the par-
ticular way in which they interpreted the law
were significant in establishing Moore’s law as a
seemingly infallible predictor of progress.

The pieces were similar in many respects,
although the Science article was slightly more
technical than the one in Scientific American.
Both, however, discussed the trends in the semi-
conductor industry that led to increasing com-
plexity, the same factors that Moore’s law
addressed. One way the articles explained these
trends was by using graphs of complexity, min-
imum dimensions, and die area, all plotted
against time. These were the same variables plot-
ted in Moore’s 1975 paper on the future of the
semiconductor. The similarity goes beyond sim-
ply the topics of the charts. The graphs used by
Noyce (see Figure 3) are identical to those Moore
used (see Figure 4), and are not even updated for
chips developed between 1975 and 1977.

Despite their use of the same graphs, the
nature of the law changed between the two
authors’ treatments. Noyce’s primary graph,
showing the trend of increasing components
with time, is labeled “circuit complexity versus
time of introduction.”16 It is a reproduction of
Moore’s 1975 graph labeled “Approximate
component count for complex integrated cir-
cuits vs. year of introduction.”11 The main dif-
ference between these descriptions is in the
phrasing “complex integrated circuits,” and it
is significant. For his paper, Moore was select-
ing his data points using specific criteria, graph-
ing only “complex integrated circuits,” rather
than serving as a representative sample of the
circuits available, as seems to be implied in
Noyce’s article.

The key to understanding Moore’s definition
of “complex” circuits can be found in the 1975
graph. Moore’s charts show a regression line
linking together four points in the early 1960s
with a large cluster of points in the early 1970s.
Between these two groups of points, in the years
1965 through 1968, there are no ICs graphed.
This is unusual because great advances in semi-
conductors were occurring at that time, includ-
ing the entire MSI period of integration.

The explanation of this graph can be found
in another paper by Moore on his law, this one
from 1979. There, he once again reproduces his
famous graph, stating, “Note the gap between
1965 and 1968. This occurred because it was
difficult at the time to identify any semicon-
ductor products whose complexity came close

Figure 3. Circuit complexity versus time of
introduction. (Reprinted with permission from R.
Noyce, Science, vol. 195, 1977, pp. 1103-1105.)

Figure 4. Approximate component count for
complex integrated circuits vs. year of
introduction. (© 1975 IEEE; G. Moore, “Progress
in Digital Electronics,” Technical Digest of the Int’l
Electron Devices Meeting, IEEE Press, 1975, vol. 13.)



to the potential limit.”17 This quote reveals two
things. First, that Moore viewed his law as
expressing the upper potential bounds for com-
plexity at any given time, and, second, that
Moore did not graph points that did not
approach this expected complexity level.

This editing of data made sense from
Moore’s perspective. He was trying to demon-
strate the way in which the most economical-
ly efficient complexity level for chips increased
with time. For Moore, economic efficiency
meant the efficiency of production. He was
concerned about producing circuits at the low-
est cost per component. This view ignored the
marketability and design aspects of the semi-
conductor industry. Simply because it is possi-
ble to build a complicated chip does not mean
that one should build it, as Moore himself
noted in his 1965 paper. At times, designers
have been unable to develop commercial prod-
ucts that take full advantage of the most effi-
cient means of production available. For
Moore’s purposes, as he stated during an inter-
view, he was interested in the commercially
available technology frontier.15

This is exactly what happened in the late
1960s. ICs were relatively new, and advances in
production were occurring faster than new chip
designs could apply them. Partially, this was
because basic, foundational work in the pro-
duction of digital electronics was still being
done, and important new advances, such as the
development of the logic gate, were made with-
out using a large number of integrated compo-
nents.18 Moore did not include chips of that
type in his graph, because they failed to illus-
trate the increasing production efficiency of ICs.

In Noyce’s article, the context of production
efficiency is lost entirely, yet it uses the same
graph as the Moore paper. This makes it appear,
at least in Noyce’s article, that there has been
an uninterrupted growth in chip complexity
over almost 20 years. In fact, a graph that
included the points from 1965 to 1968 would
look much less regular, because they would fall
below the predicted trendline.19 Since Noyce’s
articles were popular and often cited, it was his
view of a universal and accurate Moore’s law
that became fixed in the public’s perception
rather than Moore’s more qualified predictions.
The result was the widespread belief in the his-
torical fact of a law that, at various times, has
been far from exact. Also obscured by the
Noyce article and future papers on the subject
were the shifts in meaning that occurred over
the life of the law’s evolution.

Although it is difficult to prove definitive-
ly that the popular conception of Moore’s law

stems from these two articles, substantial cir-
cumstantial evidence points to that conclu-
sion. Noyce’s articles were the first popular
ones on the subject, occurring at a time when
interest in microelectronics was growing.
They also quickly became the basis for other
discussions on the subject. This was evident
as early as 1981, when one industry analyst
described the Scientific American article as
“perhaps the most famous of all statements
on microelectronics … Noyce’s graphs illus-
trating the basic ‘laws’ of microelectronics
have been widely copied and quoted.”20

Noyce was also the first person to use the
phrase “Moore’s law” in a general publication,
although Moore credits Carver Mead of the
California Institute of Technology with coin-
ing the term a year or two before.21 Although
these points do not conclusively demonstrate
that it was Noyce who popularized Moore’s
law, they do at least indicate the significance
of his articles.

The accuracy of Moore’s law was thus par-
tially the result of historical reinterpretation,
but it was contributed to by another factor of
the law in the VLSI period—its flexibility.
Moore’s law had not yet been precisely defined
for the VLSI era; Moore’s latest paper only indi-
cated that the new doubling time would be
closer to two years than to one year.13 As long
as the actual complexity growth rate approxi-
mated this curve, it would be adopted as
Moore’s law for the VLSI era. As a result, the
actual doubling time of the law, which approx-
imated a 26-month cycle, was fixed only after
the law was first recognized. This phenome-
non, combined with historical revisionism,
ensured that the law would appear to be suc-
cessful in the VLSI era.

These factors assisted the transformation of
the law from what was essentially a statement
about how economics causes technical
improvement to a perceived driver of the
industry in its own right. The supposed histor-
ical accuracy of Moore’s law meant that the
curve was seen as an indicator of a technologi-
cal trajectory that seemed at times to be a law
of nature. For that reason, the law was often
believed to be an important component of
industry planning, making it a self-fulfilling
prophecy, as firms built their production sched-
ule around the trend of increasing complexity.

The law also underwent a simultaneous
change in what it was seen as predicting. The
two most important products of the VLSI era,
the microprocessor and the memory chip,
became the focus for the law. In his 1995 arti-
cle, Moore explicitly used only DRAMs and
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processors for his data points. This significant-
ly increased the law’s simplicity, especially
because DRAMs are based on a stable technol-
ogy. Technical innovation was therefore not a
factor in increasing DRAM complexity, and
technical cleverness had already ceased to be
an issue since the failure of CCDs. That meant
that DRAM progress was solely driven by
increases in line density and die size, both of
which grew at a fairly constant pace.

The standardization around DRAMs had the
added advantage of allowing the pace of the
law in the VLSI era to be more easily measured.
In earlier periods, differing logic families and
chip types made it difficult to compare ICs, a
problem that does not affect DRAMs in the
VLSI era. As a result, it is possible to directly cal-
culate the accuracy of Moore’s law for DRAM
(see Figure 5).

Forty-three points, representing the transis-
tor density of DRAM chips in transistors per
square millimeter, were graphed. These points
included chips from five generations of DRAM,
with dates of commercial introduction from
the late 1970s until the mid-1990s. The points
fell into an exponential curve that approxi-
mated a 31 percent improvement per year, or a
doubling around every 26 months. The curve
fit the data fairly well, with “Moore’s law,” as
characterized by this 26-month cycle, account-
ing for 76 percent of the variation in the data
points. This implies that, at least through much
of the VLSI era, the 26-month cycle called
Moore’s law is an accurate indicator of techni-
cal progress.23

In addition, with the increasing importance
of microprocessors, they, too, were incorporat-
ed into the VLSI conception of Moore’s law.
The emphasis on microprocessors also changed
the nature of the Moore’s law measurement.
For the first time, the law was used to refer to
trends other than increasing complexity. This
was because microprocessors are not as transis-
tor-dense as DRAM chips, so they could not be
measured on the same scale as memory chips.
Instead, they are usually measured by either the
total number of transistors on a chip, or else by
their speed of operation, measured in the num-
ber of millions of instructions per second
(MIPS) that a processor can carry out.

Typically, between microprocessor genera-
tions, a company will release a series of faster,
improved microprocessors based on the same
design. An example would be Intel’s original
486 chip, a 20-MIPS model released in 1989,
which was followed by an improved 27-MIPS
chip in 1990, and a 41-MIPS chip in 1991. All
these had the same transistor count as the first
486 chip, but achieved better performance
thanks to a variety of design improvements.
For this reason, microprocessors are often
graphed by performance, in MIPS, instead of by
transistor count (see Figure 6).

The graph in Figure 6, too, indicates a curve
that approximates the VLSI Moore’s law expo-
nential, with 30 percent improvement per year,
and a fit of 97 percent. The graph does seem to
indicate two diverging sets of points, however.
The lower two points represent improved ver-
sions of older chip models, sold as the basis for
“economy” computers. When they are
removed, the fit is much better.

These three measurements—DRAM com-
plexity, processor transistor count, and proces-
sor speed—are all considered part of Moore’s
law in the VLSI era, which indicates that the
law’s current form states that chip performance
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improves at approximately 30 percent a year.
The fact that the law is accurate is not surpris-
ing, given that it is only a label assigned to these
trends after the fact. What is unusual about
Moore’s law in the VLSI era, however, is that it
has remained consistent and accurate for so
long. In previous periods, the law has only oper-
ated for a few years at a time before being mod-
ified.24 Currently, the law has been consistent
for almost two decades, indicating a change in
the semiconductor industry that institutional-
ized the Moore’s law pace of innovation.

Changes in the industry
Although many factors have kept Moore’s

law as an industry benchmark since the 1975
paper, it is the entry of foreign competition
that seems to have played a critical role in
maintaining the pace of Moore’s law in the
early VLSI transition. Before the VLSI period,
the semiconductor industry was fragmented
and diverse. Many different kinds of chips used
many competing logic families. This diversity
and the lack of standards it implied was one of
the main causes for the continually shifting
nature of Moore’s law during the first 10 or 15
years of its existence. In the late 1970s and
early 1980s, however, the industry standardized
both its products and its processes for produc-
ing them. This not only allowed the law to
remain more consistent in its definition, it also
intensified competition internationally.
Driving this change was a shift from product to
process technologies.

By the beginning of the VLSI era of integra-
tion in 1979, the processes used to produce
semiconductor products had settled down to a
few stable technologies that have remained
basically unchanged for long periods.25 These
processes were continually refined and
improved, but few major breakthroughs were
needed to maintain the technical progress of
the semiconductor industry. In many cases, the
sustained success of techniques developed in
the transition to the VLSI era were a surprise to
semiconductor companies, which were accus-
tomed to a continually shifting array of pro-
duction methods.

A good example of this is the lithography
process, which drives increases in line density.
It was expected that photolithography, the
widely used type of lithography developed in
the late 1970s, would cease to be useful by the
mid-1980s, causing some firms to develop
expensive new ways of etching lines on sili-
con.26 Improvements in the standard photoli-
thography process allowed the basic technology
to remain applicable long past that expected

barrier, however, and the technique is still used
today.27 This pattern of evolutionary, rather
than revolutionary, advancement in processes
caused semiconductor manufacturers to stan-
dardize around a set of production methods
that made it easier to enter the industry, paving
the way for increased competition. The same
sort of standardization occurred in the products
produced using these techniques.

The LSI period had seen a proliferation of
new logic types, each with its own advantages
and capabilities. At least 11 different logic fam-
ilies were in use during that time.28 One by one,
however, each family turned out to have a flaw
that ruled out its use beyond a certain com-
plexity level. By the time that the VLSI era was
under way, almost all important products used
MOS technology, first a variation called PMOS,
and later CMOS.29 This standardization of logic
families was, according to Moore, part of the
reason why it became easier to apply Moore’s
law in the late 1970s.10

It was more than just types of logic that
became standardized across the industry, how-
ever. The semiconductor business produced a
wide variety of products, and it continues to do
so. In the early years of the industry, when it
was difficult to produce complex devices, any
new product could drive technological devel-
opment. By the beginning of the VLSI period,
this was no longer true. Chip production tech-
nology had become so advanced that only two
products pushed the technological envelope
and moved the complexity capability of the
industry forward.

These two chip types were microprocessors
and DRAMs, and each became critical to
progress in some of the four factors that led to
increased complexity: circuit density, die size,
technical innovation, and technical cleverness.
DRAM is made up of a series of identical, repeat-
ing cells. As a result, the key to its manufacture
is the ability to make very fine and densely
packed circuits. Microprocessors, on the other
hand, require a large surface area to contain the
large number of specialized sections needed for
their complex operation. DRAM, then, has usu-
ally been a driver of line dimension while
microprocessors drove increases in die size.30

These traditional roles have made it easier
for the industry to anticipate future develop-
ments. Producers of DRAMs could borrow
wafer manufacturing techniques from micro-
processor firms and concentrate on achieving
ever finer line dimensions.31 This made pre-
dictable technological improvements a possi-
bility, because advancements tended to be
needed in the production of only a few, well-
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known chip types. These standardized ICs have
also changed the nature of competition in the
semiconductor industry, as a large portion of
the industry’s profits became linked to a small
number of product types.

DRAMs, in particular, became the critical
chip type of the VLSI period. Almost every
computer-related product requires memory
chips, creating a vast market. The generational
nature of memory also added to this phenom-
enon, as the industry typically came out with
new DRAMs with four times the storage capac-
ity every two to three years.32 A large propor-
tion of consumers upgraded with each
generation, creating a continual market for the
newest chips. Historically, the demand for new
DRAMs has proven to be almost bottomless,
and producers typically cannot meet the mar-
ket’s requirements. These factors made DRAM
sales the largest single portion of the IC busi-
ness as a whole. All of these factors combined
to make DRAM not just an important product,
but also the primary driver for the semicon-
ductor industry, both in terms of technology
and economics.

The market for DRAMs has the additional
interesting feature of being, at least by late in
the VLSI era, one of the best examples of a near-
ly economic perfectly competitive market.33

Demand is high and the goods are substitutes,
making price the primary distinguishing char-
acteristic for memory chips.34 DRAMs were a
relatively new product at the beginning of the
VLSI period, however, and there were still com-
paratively few firms participating in the market.
In addition, until the standardization of pro-
duction processes that occurred around the
same time, entry into the business was made
difficult by the variety of specialized manufac-
turing methods that needed to be developed.

Before the beginning of VLSI, semiconduc-
tor firms depended on reputation and special-
ized R&D to sell products to niche markets. As
the industry matured toward the production of
a few products, such as DRAMs, it became pos-
sible for firms that had not previously special-
ized in semiconductors to enter parts of the
now-standardized market using standard
processes. Innovation in processes and prod-
ucts still took place, and at a rapid pace, as evi-
denced by Moore’s law. The difference was that,
in the VLSI era, progress occurred in an evolu-
tionary, rather than revolutionary, manner, cre-
ating an opening for the entry of international
competitors. The dawn of the VLSI period was
also the beginning of semiconductors as big
business because international companies were
drawn to the industry.

Japanese entry and Moore’s law
The most noticeable and commented-upon

change in the industry between the LSI and
VLSI era was the sudden success of Japanese IC
firms in the late 1970s, especially in the pro-
duction of memory chips. The semiconductor
industry was almost exclusively based in the US
until the VLSI period, when the Japanese
gained vast market shares in DRAMs from their
surprised American competitors. By 1983, the
Japanese controlled three-fourths of the world
DRAM market.35

This sudden Japanese entry into the market
was due in large part to the emphasis on
process, rather than product, improvements by
Japanese firms as they approached the semi-
conductor market.36 The difference in empha-
sis between product and process improvements
is important, because it distinguishes between
two very different strategies of innovation in
the semiconductor market. Product improve-
ments tend to produce market leaders, while
process innovations improve manufacturing
ability, which can have an effect on price and
quality.37 Firms cannot ignore one area or the
other, but the priority they assign each type of
innovation, and the order in which they pur-
sue them, can have major impacts on business
performance.38

Japanese firms’ concentration on process
technologies, for example, gives companies an
advantage in competitive, fairly mature mar-
kets. Once a dominant set of products have
emerged, an emphasis on manufacturing tech-
niques allows a firm to better compete in a mar-
ket in which price and quality are the major
distinguishing characteristics among goods.36

Process innovation, then, although not as
noticeable as product development, is an
important part of any industry strategy.

It was market standardization that really
opened up the semiconductor industry to
Japan, because Japanese firms were several
years behind American firms in late 1970 in
both product and process development.39 The
Japanese hoped to overcome this disadvantage
by entering a relatively stable sector of the
semiconductor market and using that wedge to
enter the broader industry. Japanese firms thus
planned to make a concerted research effort to
target a profitable, standardized product in
order to remain competitive. DRAMs provided
this market, both because they were relatively
simple in design and were profitable in high
volumes, giving Japan the opportunity to catch
up with American semiconductor manufactur-
ers. This was done through an organized pro-
gram from 1976 to 1979 conducted by Japan’s
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Ministry of International Trade and Industry
(MITI), which gathered the five major Japanese
electronic companies, Fujitsu, Hitachi, Toshiba,
NEC, and Mitsubishi into a series of research
partnerships collectively called the VLSI pro-
gram. The Japanese government paid a quarter
of a billion dollars toward the project, covering
40 percent of the cost and making the VLSI
program the largest subsidy that the Japanese
semiconductor industry ever received. The pro-
gram was successful in increasing the competi-
tiveness of Japanese firms, especially in
improving production processes.40

Institutionalizing the law
Even before the conclusion of the VLSI pro-

gram, the Japanese started to make a strong
showing in the DRAM market. Japanese mem-
ory chips first achieved a significant market
share at the end of the LSI era, with the intro-
duction of the 16K (16-Kbyte) DRAM genera-
tion. The 16K chip was first introduced by three
American companies in 1976, which were
joined by two more US firms and two Japanese
firms manufacturing American-designed chips
in 1977.41 By the late 1970s, the Japanese
would gain significant market share in the 16K
DRAM market, and be poised to move into the
next generation. The success of Japanese firms
in the 16K generation was mostly due to the
differences in business environments, higher
quality of Japanese chips, and the captive
Japanese domestic market. The combination of
these three elements gave Japan a dominance
in the 16K generation that would later prove to
be critical to the success of the Japanese semi-
conductor industry, and by doing so help insti-
tutionalize the 26-month growth cycle. Still, it
was not the 16K but rather the 64K generation
that would determine world leadership in
DRAM production. The 64K generation was
viewed as the critical transitional device to the
VLSI generation, and, as such was a key, not
just to a large profitable market, but also to the
technical leadership of the next generation of
microchips.42

This generation also demonstrated the way
in which international competition enforced
the dictates of Moore’s law. The nature of the
DRAM market was such that the costs of pro-
ducing chips fell rapidly as the number of chips
being manufactured increased.32,43 The compa-
nies that were first to market a generation of
chips took advantage of this phenomenon.
They could quickly increase production
because there was little competition, and thus
rapidly lower their costs and prices. Firms
whose chips came to market later faced higher

costs, because they could not take advantage of
economies of scale, and also had to match rap-
idly falling chip prices. In this way, increasing
competition created pressure to innovate at the
Moore’s law pace, because companies that
lagged behind the curve would be lost to firms
that were faster to market. This is precisely
what happened to the American firms with the
64K generation.

For the first time, Japanese companies beat
the American firms to market, and by a wide
margin—almost two years. American manu-
facturers were late in developing 64K chips
because they attempted to get a jump on the
next generation by applying product and
process innovations that would prepare the way
for the 256K memories.44 In the days before a
global market, this would have been a wise
strategy, but the increased level of competition
meant that companies could not innovate
faster than the Moore’s law curve, just as they
could not develop technologies at a slower pace.
This was because expensive innovations that
delayed the production of a generation would
put a company at a disadvantage relative to
faster competitors, who could undercut their
prices by the time they reached the market.
Success required the correct mix of innovations
so that a firm could keep up the pace of the
industry, but would not have to delay produc-
tion to develop improved technologies.
American firms did not engage in such broad
planning in the 64K generation, because almost
every domestic effort met unforeseen problems
causing delays that, in the days before interna-
tional competition, would simply have pushed
back the release date for the 64K generation,
slowing the Moore’s law curve.

With Japanese competition, however, the
64K generation was released at the expected
time. The Japanese firms, on technical par with
the Americans because of the VLSI program,
chose a different approach from the Western
manufacturers. Instead of using experimental
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techniques, the Japanese simply improved and
upgraded designs from the 16K generation,
which they released even while working on
more advanced 64K chips.42 As a result, the
Japanese beat American firms to market,
although two US-based companies, Motorola
and Texas Instruments, were able to keep pace
by quickly redesigning their chips at enormous
cost.45 By the time the American companies
had chips on the market, the Japanese con-
trolled the 64K generation.

The entry of foreign firms did more than just
increase competition; it also provided a greater
variety of innovative approaches to chip design
and production. Countries have varying eco-
nomic structures, with varying wage rates,
investment laws, and comparative advantages.
These dissimilarities can lead to different rates
of innovation and, perhaps more importantly,
different choices as to which types of innova-
tion to undertake.46 The entry of the Japanese
into the semiconductor industry thus increased
the diversity of innovative approaches, in addi-
tion to increasing competitive pressures.

It was this new business atmosphere that
forced the exponential increases in complexity
that would be attributed to Moore’s law.
Previously, most semiconductor companies
worked on a variety of products, with relative-
ly few firms producing similar, compatible
chips. Under this system, if a few companies
delayed the release of a particular chip, as most
US firms did with the 64K DRAM, it was possi-
ble for the entire generation to be postponed,
since those few firms capable of developing the
chip on time could not meet the market’s vol-
ume requirements. With the advent of interna-
tional competition, this situation changed in
two ways. First, it was less likely that all the
firms in all of the nations would use the same
approach to chip production, thus ensuring
that technical problems were not as widespread.
Second, any delays by one group of manufac-
turers would be seized upon by firms in other
countries as a chance to expand market share.
As a result, the increased competition led to a
faster, self-regulating pace of development.

International competition, then, was a key
factor in maintaining the Moore’s law curve
during a time when American firms might have
otherwise failed to meet that pace. While the
exact date at which the industry’s pace became
attributed to Moore’s law is not known, by the
mid-1980s the two concepts were closely iden-
tified with each other.47 Since then, other fac-
tors have reinforced the Moore’s law trajectory,
including the Microsoft−Intel alliance, the
National Semiconductor Roadmaps, and many

other economic drivers that have yet to be ana-
lyzed. By the 1980s, however, Moore’s law had
adapted to the VLSI era, and this time had
achieved a form that would remain stable for
over two decades.
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